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ABSTRACT 

 

This paper presents a Natural Language Processing (NLP)-based system to automatically detect and analyze the sen- 

timent of citations in academic PDF documents. The system combines regex-based citation detection, transformer- 

based sentiment classification, and a Tkinter GUI interface. The aim is to simplify literature reviews, evaluate citation 

tone, and improve research workflow efficiency. This extended version elaborates the literature review, dataset, and 

discussion in detail. 

KEYWORDS: Natural Language Processing (NLP), Citation Analysis, Sentiment Classification, PDF Text Ex- 

traction, Academic Research Tools 

 

1. INTRODUCTION 

 

Academic literature has long been the backbone of scientific, technical, and scholarly advancement. Citations within 

these documents serve not only as attributions but also as rhetorical tools that help frame the argument, establish 

credibility, and provide critical evaluations. With the rapid increase in publications, the number of citations has grown 

exponentially, adding complexity to the literature review process. This complexity is exacerbated by the variability 

in citation styles, inconsistency in citation context, and the sheer volume of references researchers must analyze. 

Traditional tools like Zotero and EndNote provide reference management but do not analyze citation context, making 

manual review essential and time-consuming. 

Our work seeks to automate this review process using state-of-the-art NLP techniques. Citation detection, a 

fundamental step in bibliometrics, can be significantly enhanced through regex-based parsing and natural language 

understanding. While bibliographic metadata extraction has been widely addressed in the literature, few tools have 

integrated sentiment analysis to evaluate how a reference is used in context. Is it cited to support a claim, refute it, 

or merely mention it in passing? Understanding this context is invaluable for tasks like systematic literature reviews, 

plagiarism detection, and evaluating the impact of research works. 

In this paper, we introduce a system that uses pdfplumber for PDF text extraction, applies regex for citation pattern 

recognition, and utilizes Hugging Face’s transformer-based models to perform sentiment analysis. The extracted 

data is then presented through a user-friendly Tkinter GUI, allowing users to upload documents, visualize citation 

sentiments through pie charts, and export results in CSV format for further analysis. 

We also discuss the broader implications of this work in improving academic integrity and streamlining the liter- 

ature review process. 
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2. LITERATURE REVIEW/EXPERIMENTAL DETAILS 

 

The field of citation analysis has gained momentum with the advent of computational linguistics and the increasing 

accessibility of large-scale academic datasets. Over the last two decades, researchers have devised various frame- 

works, tools, and models for automating citation identification, classification, and evaluation. This section reviews key 

contributions in the domains of citation extraction, sentiment classification, and integrated citation sentiment analysis 

systems. 

Early efforts in citation detection primarily relied on rule-based and statistical models. Tools like ParCit, a citation 

parser using Conditional Random Fields (CRFs), focused on extracting structured metadata rather than analyzing 

context or sentiment. While accurate in parsing, these systems lacked interpretability in terms of citation tone or 

author intention. Similarly, systems such as CERMINE and GROBID were efficient in metadata extraction from 

scientific documents but did not address sentiment or contextual citation roles. 

A major turning point came with the introduction of transformer-based models. The seminal work by Vaswani et 

al. (2017), titled “Attention is All You Need,” introduced the Transformer architecture, which fundamentally changed 

NLP tasks, including text classification, translation, and sentiment analysis. Building upon this, models like BERT 

(Bidirectional Encoder Representations from Transformers), RoBERTa, and DistilBERT significantly improved per- 

formance in semantic classification tasks. 

Sentiment analysis, as an independent field, saw major breakthroughs with tools like VADER(Valence Aware 

Dictionary and sEntiment Reasoner) and libraries like TextBlob. However, these systems are often trained on social 

media or product review data, making them ill-suited for academic text due to differences in tone, vocabulary, and 

domain-specific jargon. Academic discourse often uses complex, indirect phrasing, which makes sentiment classifica- 

tion non-trivial. 

Howard and Gugger’s [20] contribution through the Fastai library simplified deep learning model training and 

fine-tuning. Their layered API made it possible for researchers to prototype and iterate NLP pipelines rapidly, a 

feature crucial in academic settings where timelines are constrained. 

ScispaCy, another notable contribution, offered a SpaCy extension tailored for biomedical texts. Although de- 

signed for entity recognition and parsing, its domain-specific capabilities provide a pathway for adapting NLP tools to 

specialized academic fields like medicine or law, where citation intent could vary based on context. 

Despite these developments, a comprehensive system that combines citation detection, sentiment classification, 

user-friendly interaction, and data export remained lacking. Our proposed system addresses this gap by merging 

traditional PDF parsing, transformer-based classification, and GUI-driven workflows. 

 

3. RESULT AND DISCUSSION 

 

The results from the experimentation and evaluation of our system highlight the practicality and limitations of auto- 

mated citation sentiment analysis. 

Performance Metrics: 

• Citation Detection Accuracy: 92.3 

 

• Sentiment Classification F1 Score: 85.7 

 

• False Positive Rate: 6.1 

Visualizations: Pie charts generated using Matplotlib show the distribution of sentiments: 

• Neutral Sentiment: 56 

 

• Positive Sentiment: 31 

 

• Negative Sentiment: 13 
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User Feedback: Participants praised the GUI for its simplicity and visual clarity, as well as the CSV export 

capability. 

Limitations: 

 

• Numeric citations (e.g., [1], [2]) are not supported. 

 

• Imprecision with long or complex sentences. 

 

• Inability to handle multiple citations in a single sentence. 

 

Applications: 

 

• Literature review automation. 

 

• Research evaluation. 

 

• Academic integrity. 

 

Future Directions: 

 

• Adding support for numeric and hybrid citation styles. 

 

• Training a custom sentiment model on academic corpora. 

 

• Integrating APIs (CrossRef, Google Scholar) for real-time citation metadata. 

 

4. CONCLUSION 

 

In this work, we presented a system that automates the detection and sentiment classification of citations from academic 

PDFs. By combining regex-based citation extraction, transformer-based sentiment analysis, and a user-friendly GUI, 

our system achieves high accuracy and practical usability. 

Our evaluation across 50 academic papers shows that the system is robust for standard citation formats and offers 

significant value to researchers conducting literature reviews or verifying citation tone. Future enhancements such as 

support for numeric styles and database integration are expected to further improve the tool’s applicability. 

As academic publishing continues to grow, tools like ours can help maintain citation integrity, enhance academic 

writing, and simplify research workflows. 
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